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Importance of Mining Data Stream

Every minute 1

1. https://www.internetlivestats.com/one-second/, Images licensed by CC BY-SA

• more than 4.000.000 query searches on Google are performed

• approximately 500.000 tweets are sent

Huge amount of data streams are generated at very high speed 
by several applications:

• Social Networks

• Sensor Networks

• Stock Market

• … and many others
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Main challenges in clustering data streams

A stream 𝑃 is an ordered sequence of data objects 

P = {𝒑𝟏, 𝒑𝟐, … , 𝒑𝑵}

where each object 𝒑𝒊 is described as an n-dimensional feature vector

• Potentially unbounded sequence of objects

• Characteristics may evolve over time due to concept drift

• Number of clusters may change over time
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Motivation and Goal

SF-DBSCAN: A fuzzy extension of DBScan Clustering Algorithm for Streaming Data

• Detection of arbitrary shaped clusters

• Partitioning data without prior knowledge of number of clusters

• Ability to handle noise

• Effectiveness in dealing with concept drift

Desirable properties of streaming clustering algorithms

• Handling potentially unbounded sequence of objects

• Dealing with a number of clusters which may change over time
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• Reduced sensitivity to input parameters
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DBSCAN:

• Requires the definition of two parameters:
• Ɛ: defines the neighborhood size

• MinPts: number of points required for a core

• Partitions data into connected dense regions 
separated by sparse regions
• Distinction between Core, Border, Noise objects

• Drawbacks:
• High sensitivity to input parameters

• Developed for static dataset

Ɛ
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Streaming Proposal: S-DBSCAN



S-DBSCAN: Streaming DBScan

• Update the partition at each new object
• Key idea: check the status of the new object 

and all the objects in its neighborhood

• Assumptions:
• Deal with a bounded sequence of objects 

• No memory constraints, no need for fading mechanism

• Goal: define a crisp baseline for the streaming setting
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SF-DBSCAN: Streaming Fuzzy DBSCAN

• Basic idea: fuzzy membership function
• Previously adopted only in static implementations

Crisp
Membership

Function

Ɛ Ɛmin

Ɛmax

Fuzzy
Membership

Function

µ µ
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SF-DBSCAN: Streaming Fuzzy DBSCAN

• As in the original DBSCAN implementation:
• Only objects within Ɛmin are considered for the election of core objects 

• Differently from original DBSCAN implementation:
• a border object belongs to a cluster with a 

membership degree that can be lower than 1, 
depending on its distance from the closest core object

• One object can belong to the border of multiple clusters

Ɛmin

Ɛmax

Fuzzy
Membership

Function

• SF-DBSCAN can discover clusters with fuzzy overlapping borders
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SF-DBSCAN: Streaming Fuzzy DBSCAN

• Parameters initialization: Ɛmin , Ɛmax , MinPts

• Definition of Data Structures:
• List of already consumed objects

• Membership degree of border objects to each cluster

Verifies core
condition?

Is border 
object?

Is a 
new core?

Is close
to existing

cores?

Label as outlier

Update its membership 
degree to existing clusters

Start a new cluster and 
update its neighborhood

N

Y

N

Y

Y N

Merge to existing clusters 
and update their objects

Y

For the new object
and each object in its

Ɛmin-neighborhood, do:
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Considered for the degree 
of a possible new border

N



Experimental Evaluation

• Datasets: 
• Synthetic datasets from GaussianMotionData1 collection

• Gaussian distributions with concept drift

• Selection of 2D datasets with a limited number of objects

• Accuracy Evaluation of SF-DBSCAN compared to S-DBSCAN
in terms of:
• Visual Analysis 

• Adjusted Rand Index
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Percentage of analyzed objects

25% 50% 75% 100% Avg

SF-DBSCAN – Ɛmin, Ɛmax 0.940 0.993 0.993 0.982 0.909

S-DBSCAN – Ɛmin 0.698 0.865 0.911 0.924 0.798

S-DBSCAN – Ɛmax 0.987 0.713 0.000 0.000 0.611

S-DBSCAN – Ɛavg 0.975 0.993 0.993 0.000 0.763

Percentage of analyzed objects

25% 50% 75% 100%

SF-DBSCAN
MinPts, Ɛmin, Ɛmax 

S-DBSCAN
MinPts, Ɛmin

Experimental Evaluation: SF-DBSCAN vs S-DBSCAN

Dataset GMD-4C2D800Linear : 4 Clusters - 2D – 800 objects
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Percentage of analyzed objects

25% 50% 75% 100% Avg

SF-DBSCAN – Ɛmin, Ɛmax 0.998 0.984 0.565 0.569 0.752

S-DBSCAN – Ɛmin 0.885 0.919 0.537 0.548 0.655

S-DBSCAN – Ɛmax 0.544 0.000 0.000 0.000 0.200

S-DBSCAN – Ɛavg 0.543 0.000 0.000 0.000 0.294

Percentage of analyzed objects

25% 50% 75% 100%

SF-DBSCAN
MinPts, Ɛmin, Ɛmax 

S-DBSCAN
MinPts, Ɛmin

Experimental Evaluation: SF-DBSCAN vs S-DBSCAN

Dataset 3C2D7500Merge: 3Clusters - 2D - 7500 objects
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Conclusions

• Proposal of SF-DBSCAN: a new Streaming Fuzzy extension of DBSCAN
• Captures fuzzy clusters with overlapping borders

• Effective in dealing with concept drift

• Outperforms crisp baseline on benchmark datasets

• Future developments
• Further extension to deal with unbounded sequences

• Adoption of a forgetting mechanism: damped window model
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