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ABSTRACT The content posted by users on Social Networks represents an important source of information
for a myriad of applications in the wide field known as ‘social sensing’. The Twitter platform in particular
hosts the thoughts, opinions and comments of its users, expressed in the form of tweets: as a consequence,
tweets are often analyzed with text mining and natural language processing techniques for relevant tasks,
ranging from brand reputation and sentiment analysis to stance detection. In most cases the intelligent
systems designed to accomplish these tasks are based on a classification model that, once trained, is deployed
into the data flow for online monitoring. In this work we show how this approach turns out to be inadequate
for the task of stance detection from tweets. In fact, the sequence of tweets that are collected everyday
represents a data stream. As it is well known in the literature on data stream mining, classification models
may suffer from concept drift, i.e. a change in the data distribution can potentially degrade the performance.
We present a broad experimental campaign for the case study of the onlinemonitoring of the stance expressed
on Twitter about the vaccination topic in Italy. We compare different learning schemes and propose yet a
novel one, aimed at addressing the event-driven concept drift.

INDEX TERMS Automatic stance detection, concept drift, social media analysis, text stream classification.

I. INTRODUCTION
Nowadays,millions of usersmention and comment real world
events by posting short messages, i.e. tweets, on the well-
known Twitter platform. Its ease of use and widespread
diffusion have rendered it a key source of information for
a great variety of data mining applications. For instance,
the analysis of tweets has been used for the early detection of
real-time events [1], such as traffic congestion and incidents
[2], earthquakes [3] and spread of epidemic [4].

Since political and social events typically fuel the online
debates, another prominent field of application includes pub-
lic opinion mining from tweets. A recent investigation [5]
addressed the case of 2016 Brexit referendum, quantifying
the average stance towards the topic and the influence exerted
by Twitter users. More recently, the case of the vaccination
topic in Italy has been investigated as well [6], [7]: an intel-
ligent system has been devised with the aim of uncovering
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trends over time of the opinion expressed through tweets. The
particular relevance of onlinemonitoring services in Business
Intelligence tools has been stressed for brand reputation [8]
and for decision support systems [9].

The above mentioned applications demand for specific
software modules, able to analyze and extract knowledge
from the noisy and irregular textual content of tweets, rely-
ing on methods from data mining, machine learning, and
NLP (Natural Language Processing) domains. Furthermore,
Twitter can be seen as a particular form of a temporal data
stream [10]. Indeed, the volume and features of the collected
tweets may change over time, driven by real worlds events of
social, cultural or political nature. This observation applies,
for instance, to the online monitoring of public opinion: in
opinionmining / stance detection tasks, a classificationmodel
is typically trained to discern between tweets that express a
positive, negative, and possibly neutral opinion. The deploy-
ment of the learned model on the online tweet stream may
be affected by concept drift, namely a change in the data dis-
tribution over time, and adequate countermeasures should be

77758 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 9, 2021

https://orcid.org/0000-0002-5951-1265
https://orcid.org/0000-0003-3426-6643
https://orcid.org/0000-0003-4510-1350
https://orcid.org/0000-0002-5895-876X
https://orcid.org/0000-0002-0482-5048
https://orcid.org/0000-0003-0448-325X


A. Bechini et al.: Addressing Event-Driven Concept Drift in Twitter Stream

FIGURE 1. Daily number of italian tweets for different topics over
different time windows. Top: tweets about vaccination topic. Center:
tweets about Gucci brand. Bottom: tweets about coronavirus epidemic.

adopted for avoiding considerable performance loss. Figure 1
reports the daily number of tweets for three example topics
(i.e vaccination, Gucci, coronavirus), analyzed in the Italian
setting over three different periods. The three graphs share
the presence of few spikes in the plot of the daily volume
of tweets: we can easily verify that such peaks are placed
immediately after events that triggered the online debate. As
for coronavirus epidemic, the first peak relates to news about
the severity of the infection in China, whereas the second
one relates to the first confirmed cases in Italy. As for Gucci
keyword, the first peak may be associated with the news of
the leading role of the singer Harry Styles in the advertising
of the new unisex fragrance of Gucci, and the second onemay
be associated with the broadcasting of the spot on Italian TV.
The detailed analysis of the vaccination case study will be
presented in Section V.

The present work stems from the observation that the way
people express their opinion and thoughts may change over
time according to the events-related landscape that charac-
terizes the Twitter stream in online monitoring applications.
The event-driven concept drift may alter the relation between
the input data (text of a tweet) and the target variable (class
of opinion/stance) in the supervised learning setting. In this
work, we explore this phenomenon by analyzing the case of
the classification of stance towards the vaccination topic in
Italy. We extend the original vaccination dataset described
in [6] with the aim of carrying out a long-term monitoring
campaign. This enables the comparison of different general
learning schemes in terms of classification performances.
Furthermore, a novel learning scheme is proposed, based
on the semantic association of the tweets extracted from
different events, and specifically designed for fighting the
event-driven concept drift. The term semantics denotes pre-
cise fields of a wide range of disciplines including linguistic

and philosophy [11]. The term semantic association actually
lacks a formal definition. According to Jabeen et al. [12],
it can be considered as a semantic connection between textual
units, such as words, sentences or entire documents [13], [14].
The semantic association between two units of text quantifies
their degree of association based on one or more relations
that occur between them. In the present work we consider
tweets as units of text, and we consider them to be seman-
tically associated if they relate to similar sub-topics within a
broader topic. The appropriateness of vaccination is the main,
broad topic under investigation; over time, the debate may
evolve into several subtopics depending on the occurrence
of real world events (e.g. news about the incidence of a
disease, statements and political acts, discussion about the
obligation for children). On the one hand we are interested
in capturing the stance of users towards the vaccination topic
in general, regardless of the specific subtopics. On the other
hand, we also aim to capture how sub-topics are associated
with, and thus related to, one another, to improve the perfor-
mance of the classification system. This paper is organized
as follows: Section II describes the background on stance
detection and concept drift, and it discusses the related works.
Section III frames the problem of tweets classification in
presence of concept drift and introduces two baseline learn-
ing and evaluation schemes. Section IV describes the pro-
posed, semantic-based, learning scheme. Section V presents
the experimental setup: we describe the vaccination dataset
adopted in this work, the basic classification pipeline, and the
learning schemes involved in the empirical comparison. The
results are reported in Section VI, while Section VII draws
some conclusion.

II. BACKGROUND AND RELATED WORKS
In this section, we first recall the definition of the stance
detection task and briefly review the most relevant works in
the field of microblogging stance detection. Then, we formal-
ize the notion of concept drift and report the most relevant
adaptive solutions that have been proposed for text stream
classification.

A. STANCE DETECTION
According to a recent definition [15], stance detection from
text is a classification problem where the stance (or position)
of the author of the text towards a target is expressed in the
form of a category label in the set {Favor, Against, Neither}.
In some works, the Neutral class is also added, or it replaces
the Neither class. in a stance detection task, the target of
interest is predetermined [16], and the stance towards it must
be assessed even if it is not explicitly mentioned in the text.

The nature of the contents posted on Twitter, i.e. the
popular status update messages dubbed tweets, makes the
platform particularly suitable for stance detection studies.
However, Twitter stance detection is regarded as a challeng-
ing task in the NLP panorama: Twitter users typically express
their thoughts and opinions using unstructured and irregu-
lar sentences, with informal, abbreviated words, colloquial
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expressions, and often misspellings and grammatical errors.
New words and hashtags continuously appear and become
popular; irony, sarcasm or ambiguity are frequently present
in messages, and Favor and Against stances can be expressed
with both sentiment polarities. All these aspects, combined
with the limited length of tweets, make Twitter a particularly
harsh environment for automatic analysis of text messages.

Recent state of the art works on stance detection are in
general far from achieving performances comparable to those
of other NLP branches, e.g. ordinary sentiment analysis.
Authors in [16] carried out an extensive experimental study
that led to the following contributions: the introduction of a
new stance dataset, the organization of a shared task com-
petition on such dataset (SemEval 2016 - Task 6), and the
development of a state-of-the-art stance detection system.
The best performance has been obtained with a Linear SVM
classifier; the exploitation of features drawn from training
samples along with external resources led to an average
F-score of 70.3. The outcomes of the above mentioned com-
petition have been widely described [17], and the average
values of F-scores, obtained by 19 different teams, ranged
from 46.19 to 67.82. More recently, an approach based on
a deep learning architecture to tackle the stance detection
task on the same dataset has been proposed [18]: it consists
of a two-phase LSTM model with attention, getting to a
best-case average F-score of 68.84 and a best-case accuracy
of 60.2%. The shared representation between stance and sen-
timent that has been proposed in [19] has not led to significant
improvements, with an average F-score of 60.2. The rather
poor performance figures are also observed with regard to
other datasets, e.g. for the Chinesemicroblog stance detection
task (NLPCC 2016), with a best case accuracy of 60.6% and
average F-score of 62.2 [20].

B. CONCEPT DRIFT
A formal general definition of concept drift is given in [21].
Concept drift between two timestamps t0 and t1 can be
defined as:

∃X : pt0 (X, y) 6= pt1 (X, y) (1)

where pti represents the joint probability distribution at times-
tamp ti between the set of input variables X and the target
variable y.

In a classification task the goal is to predict the categorical
target variable y given the set of input variables X. When
dealing with continuous classification of data streams over
time, a naive solution can be devised on training the classifi-
cation model using data extracted in an initial time interval,
and using the predictive model to classify new examples.
In this setting, a change in the prior probability of classes
p(y) or in the class conditional probability p(X|y) may lead
to concept drift, causing the performance of the classification
system to deteriorate. Thus, such naive solution turns out to
be inadequate for dealing with evolving data, and adaptive
learning strategies, i.e. capable of reacting to concept drift,
should be considered.

In practical applications the adaptation strategy depends on
the particular type of concept drift: in [21] authors distinguish
between different forms of changes in data distribution over
time, referring to the one-dimensional toy example reported
in Figure 2. Sudden or abrupt concept drift refers scenarios
where the mean of the data distribution suddenly switches
from one value (or concept) to another, without exploring
intermediate values. This also happens in gradual concept
drift, but in this case both concepts are maintained during a
transitional period. Conversely, in incremental concept drift
the data distribution switches from one concept to another
exploring many intermediate concepts. Notably, data distri-
bution concepts may exhibit redundancy or periodicity: when
the drift restores already seen concepts it is referred to as
reoccurring concept drift.

As the concept drift problem affects various domains and
application areas, detection and adaptation techniques are
extremely varied as well. A thorough description of such
techniques is beyond the scope of the present work: in the
following sectionwe focus on the adaptation strategy in social
network environment.

C. ADAPTIVE SOLUTIONS FOR TEXT STREAM
CLASSIFICATION
Few works have addressed the issue of text stream classifica-
tion in presence of concept drift.

Costa et al. [10] analyzed the issue of concept drift adapta-
tion for a classification task over a tweet stream. The purpose
of their classification problem was to predict the hashtag
of each tweet on the basis of its text. They compared three
different schemes: the time-window approach, the incre-
mental approach, and the ensemble approach. The time-
window approach learns a new model for each new chunk of
tweets, thus implementing an abrupt forgetting mechanism;
the incremental approach extends the learning set and retrain
the model at each new chunk of tweets, preserving all pre-
vious examples; finally, the ensemble approach consists in
combining the prediction of different classifiers trained on
different time-windows. Their experimental setup was based
on a dataset in which the order of tweets (and indeed the
frequency of each hashtag) had been artificially altered in
different ways to induce different types of concept drift; by
using Bag of Words for numerical representation and SVM
as classification algorithm, they observed that the incremental
scheme outperformed the other approaches in almost all the
drift settings. Nevertheless, they highlighted that such an
approach is viable only whenever the storage capability is
not a concern. On the other hand, the time-window model
does not suffer from this problem, but it requires sophisticated
policies for data forgetting, depending on the type of drift that
occurs. In addition, it should be noted that the fictitious nature
of the drift undermines the generalization of the results into
real-world applications.

In a later work [22], the same authors deepened the analysis
of the ensemble approach by comparing a novel scheme,
named DARK (Drift Adaptive Retain Knowledge), with the
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FIGURE 2. Different types of concept drift. Figure adapted from [21].

Learn++. NSE algorithm [23], an extension of Learn++
algorithm [24] for non-stationary environments. DARK con-
sists in a dynamically weighted ensemble of classifiers. Dif-
ferently from Learn++. NSE, it implements two forgetting
mechanisms: the first one is regulated by the size of the train-
ing time window for each base classifier, whereas the second
one is regulated by the number of classifiers in the ensemble.
Corroborating the results presented in [25], they showed that
an increased training window size positively contributes to
the ensemble classification. At the same time, limiting the
ensemble size makes DARK a lightweight solution, capable
of achieving comparable or even better performance than the
Learn++. NSE algorithm. The analysis presented in [26]
shows how the choice of classifiers’ performance metric for
dynamic weighting and the use of a feedback strategy for
exploiting misclassified examples allow boosting ensemble
performance in presence of concept drift.

A completely different approach has been pursued in yet
another research work [27]: the authors adopted an active
learning scheme for sentiment analysis of tweet streams in
the stock market domain, with the final goal of predicting the
future value of stock prices on the basis of the public mood
expressed on social network. The active learning scheme
provides the algorithm with the ability to select new training
data and query an expert for hand labeling. As a result,
the classifier performance was improved.

However, none of the above mentioned works explicitly
exploit the semantic information (intended as subtopic or
scope of meaning) contained in the text messages. We argue
that a semantic-aware approach could be helpful in text clas-
sification task, specifically when the text stream is affected
by event-driven concept drift.

A recent work in this direction [28] proposes an
informative-adaptation-to-change approach to deal with con-
cept drift for polarity learning in opinionated data stream.
A damped window aging mechanism gives lower importance
to older objects and is embedded in the classification model,
a Multinomial Naive Bayes classifier, with an aging factor
continuously tuned according to the stream dynamics. When-
ever a change between the current window vocabulary and
past window vocabulary is detected, the parameter lambda is
increased and the model tends to forget outdated data more
rapidly. The experimental evaluation on the TwitterSentiment
dataset [29] showed that the aging mechanism is benefi-
cial for the classification task, but it also revealed that the
informed vocabulary-based adaptation scheme is equivalent
to a blind adaptation scheme, i.e. without change detection.
This shortcoming may be due to several aspects, such as the

extremely wide scope of the dataset, and the limited types of
concept drift that the damped window model can cope with.

A novel method named Learn# [30] addresses the issues of
long training time and catastrophic forgetting in incremental
learning for a deep learning architecture. It shows remark-
able results on several text classification tasks, yet without
discussing the concept drift adaptation problem.

III. PROBLEM DEFINITION AND BASELINE LEARNING
SCHEMES
The scenario of our investigation is a monitoring campaign,
focused on a certain topic and based on a supervised learning
task, carried out on the Twitter data stream. The case study
concerning the stance towards the vaccination topic in Italy
will be detailed in the experimental section.

As we pointed out in Section I, the occurrence of a topic-
related real-world event is often reflected in a spike in the
daily volume of collected tweets, regardless of the topic under
investigation (Fig. 1). In the online monitoring of stance
based on Twitter stream it can be reasonably assumed that
we are mostly interested in measuring the stance during such
events. Thus, besides having a large number of messages
available, we can assess how the event has affected people’s
stance about the topic.

In the following, we introduce the notation adopted along
the paper.

• ti indicates the time window of each event i;
• DS i indicates the set of tweets collected within the time
window ti;

• chunk i indicates the labelled subset of DS i.

In this work we do not discuss the problem of new event
detection: looking at Fig. 1, we can hypothesize the exploita-
tion of a peak detection algorithm on the daily volume of
tweets, possibly combined with the analysis of the news
stream on the topic. For the purpose of this work, wemanually
select the most relevant peaks and set a time window ti of the
size of 3 days from the date of the triggering event.

Furthermore, we assume that we can rely on an initial
training set, train0, prior to the online monitoring phase,
that can be used to train an initial classification model C0.
This training set may be built with an initial portion of the
data stream under investigation, or may belong to another
dataset and be used in a transfer learning fashion. From an
operational point of view, the cost of the online annotation of
a set of tweets at each event (chunk i) may be counterbalanced
by the following advantages: on the one hand, the availability
of labelled data enables the evaluation of the performance
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FIGURE 3. Schematic representation of two baseline learning schemes.

of any classification system throughout the monitoring cam-
paign. On the other hand, such data can be used to update
the classification model and to devise alternative learning
schemes.

Indeed, our experimental analysis is designed to address
the following research questions: (i) is the initial classifier
adequate for the online classification of the tweets stream?
and (ii) what is the most effective learning scheme to cope
with the event-driven concept drift?

A. BASELINE LEARNING AND EVALUATION SCHEMES
Figure 3 illustrates two baseline schemes for learning and
evaluation: Static (Figure 3a) and Retrain (Figure 3b).
Static scheme simply consists in using the initial model to

classify the whole stream of tweets. The pseudocode of the
approach is reported in Algorithm 1.

Algorithm 1 Static Learning and Evaluation Scheme
Require: stream: the stream of tweets
Require: train0: initial training set
1: performance_metrics← empty list
2: C0← classification_model.train(train0)
3: for each new detected event EVi on stream do
4: DSi← collection of tweets related to EVi
5: chunki← labeled subset of DSi
6: metrics← evaluate_prediction(C0, chunki)
7: performance_metrics.add(metrics)
8: end for
9: return performance_metrics

Retrain scheme consists in retraining the classification
model at each newly detected event. The pseudocode of the
approach is reported in Algorithm 2. In data stream min-
ing this approach is often referred to as prequential eval-
uation or interleaved-test-then-train. After collecting and
labelling samples from an incoming event, we first evalu-
ate the performance of the current classification model on
the new labelled set. Then, such data are used to train the

Algorithm 2 Retrain Learning and Evaluation Scheme
Require: stream: the stream of tweets
Require: train0: initial training set
1: performance_metrics← empty list
2: traini← train0
3: Ci← classification_model.train(traini)
4: for each new detected event EVi on stream do
5: DSi← collection of tweets related to EVi
6: chunki← labeled subset of DSi
7: metrics← evaluate_prediction(Ci, chunki)
8: performance_metrics.add(metrics)
9: traini← traini ∪ train0

10: Ci← classification_model.train(traini)
11: end for
12: return performance_metrics

classification model. In particular, we incrementally extend
the training set with the new labelled data and retrain the
classification pipeline from scratch on the new extended
training set. Notably, an alternative approach would consist
in incremental learning: unlike the Retrain scheme, it does
not replace an old model with a new one trained from
scratch. Instead, it updates the existing model by just con-
sidering the new labelled data. An emblematic example is
the optimization through stochastic gradient descent where
the model can be updated with partial fitting on a minibatch
of new data. However, as previously pointed out, the intro-
duction of new words or hashtags is frequent in the Twitter
Stream and the collection of new instances could alter the
attribute space on which each sample is represented, thus giv-
ing rise to the so-called feature drift [31]: ignoring newwords
and not updating the attribute space may result in a significant
loss of information. In this regard, the Hashing Vectorizer1

can be used to incrementally training a text classification
pipeline: the hashing trick [32] allows mapping a string token
into a feature integer index, without the need to store a fixed
vocabulary dictionary inmemory. However, this approach has
several drawbacks: (i) there is no way to evaluate the inverse
mapping (i.e. from feature index to string representation),
(ii) IDF weighting scheme cannot be applied (iii) hash col-
lisions may occur. Furthermore, several recent works have
highlighted that it delivers weaker performance compared to
vectorization based on TF-IDF [33], [34]. We have therefore
decided not to adopt a purely incremental approach, but
rather an approach (i.e. Retrain) that re-evaluate the whole
classification pipeline at every incoming event.
Static and Retrain schemes are diametrically opposed: the

Static approach minimizes the computational cost, by just
exploiting the information available in the initial training set
train0; the Retrain approach, conversely, leverages all the
available data for model training, but it entails the cost of

1https://scikit-learn.org/stable/modules/generated/sklearn.feature_
extraction.text.HashingVectorizer.html
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periodically re-training the model. As a result, the Retrain
scheme is designed to achieve adaptation to concept drift.

The inclusion of new instances in the training set is not
the only path to adaptation: a popular approach consists in
discarding outdated information from the model [28]. The
most intuitive implementation of such a forgetting mecha-
nism is through the adoption of a sliding window model or a
damped window model. In the former case, least recent
objects (outside the sliding window) are abruptly discarded;
in the latter case, the weight of an instance decreases with
its age. However, both approaches require the setting of a
hyper-parameter, either the size of the sliding window or the
decay factor, which makes them less attractive in real appli-
cations. Another major drawback of the traditional forgetting
approaches is discussed in the next section, where the pro-
posed learning scheme is introduced.

IV. THE PROPOSED SEMANTIC LEARNING SCHEME
It is widely recognized that, for concept drift adaptation,
it may be useful to discard part of the information acquired
in the past, that is no longer relevant for the current task.
However, traditional forgetting schemes, namely sliding win-
dow model or damped window model, rely on the following
hypothesis: the more recent instances are more important
than the less recent ones. In other words this is equivalent
to decide the type of concept drift and specifically to assume
its incremental nature (see Fig. 2).

The dynamic of tweets stream from Twitter environment,
though, cannot be traced back to a simple, monotonic, trend.
The online discussion is often driven by real-world events and
different types of concept drift, other than the incremental
one, may arise, e.g. reoccurring drift. Therefore, we argue
that it is not appropriate to give importance to the past
instances merely on the basis of the remoteness in time from
the current evaluation, but rather to conceive an alternative
criterion. This is the rationale behind our proposed approach,
namely the Semantic scheme: in the evaluation of the current
event, the weight of the samples collected during a past event
should be proportional to the semantic association between
the current event and the past event itself. The pseudocode of
the approach is reported in Algorithms 3 and 4 and detailed
below.

A. THE OVERALL APPROACH
In the initialization stage (Algorithm 3, lines 2:3) we train
the initial classification model with the available training set
(train0) as in the baseline approaches. Furthermore, we define
a list of sets of labelled tweets, denoted as train_pool, which
at the beginning only contains train0. Whenever a new event
i is detected we select the tweets related to the event from the
stream (DSi). The procedure Eval_Similarity (line 6) evalu-
ates the similarity between the data of the new event and each
subset of train_pool, traceable to a past event or to the initial
training set, and it returns a list of weights of the same length
as train_pool. The train_pool list is flattened (line 7) and the
weight coefficient assigned to an event is transferred to each

Algorithm 3 Semantic Learning and Evaluation Scheme
Require: stream: the stream of tweets
Require: train0: initial training set
Require: k: nearest neighbors parameter
Require: N : number of new event tweets used to assess

similarity
1: performance_metrics← empty list
2: Ci← classification_model.train(train0)
3: train_pool ← [train0]
4: for each new detected event EVi on stream do
5: DSi← collection of tweets related to EVi
6: events_weights ←

Eval_Similarity(train_pool,DSi, k,N )
7: traini←

⋃
train_pool

8: wi← map_sample(train_pool, events_weights)
9: Ci← classification_model.train(traini,wi)

10: chunki← labeled subset of DSi
11: metrics← evaluate_prediction(Ci, chunki)
12: performance_metrics.add(metrics)
13: train_pool.add(chunki)
14: end for
15: return performance_metrics

Algorithm 4 Evaluate Similarity
Require: DSi: collection of tweets related to last event
Require: train_pool: list of available labelled sets of tweets
Require: k: nearest neighbors parameter
Require: N : number of new event tweets used to assess

similarity
1: subseti← random.sample(DSi,N )
2: kNN ← NearestNeighbors(k).fit(train_pool)
3: indices, distances← kNN .get_neighbors(subseti)
4: events_freq← map_on_event(indices)
5: events_weights← normalize(evenst_freq,train_pool)
6: events_weights← scale(events_weights)
7: return event_weights

sample belonging to that event (line 8). Hence, a new clas-
sifier is trained by taking into account the weighted samples
and is evaluated on the labelled set of the new event. Finally
the train_pool is updated by including the recently labelled
elements, i.e. chunki.

B. SEMANTIC SIMILARITY USING BERT
The Eval_Similarity procedure, described in Algorithm 4,
assigns a weight to each subset of the train_pool based on the
semantic association or similarity with the incoming event.
We randomly select N tweets from DSi (line 1): in this way
we standardize the conditions of the various incoming events
and reduce the computational load. For each of the N tweets
in this subset, we evaluate its k nearest neighbors among the
tweets of the train_pool (lines 2-3). Then, in events_freq,
we store for each past event the cumulative number of times
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FIGURE 4. Example of operation of the evaluate similarity procedure for
the incoming event 3: scaled events weights are used for weighting each
sample of the training pool.

a tweet from the event itself has been among such k nearest
neighbors. Since the subsets of train_pool may have different
size, we normalize the events_freq array by dividing the value
associated to an event by the size of the related labelled subset
(line 5). In other words, given a subset J of labelled tweets
from train_pool and the cumulative number Nt of times a
labelled tweet t from J has been among the k nearest neigh-
bors of the new event tweets, the weight wJ to be assigned to
the samples of J is derived as follows:

wJ =

∑
t∈J Nt
|J |

(2)

Finally, we scale the weights by its maximum value.
A schematic example of the Evaluate Similarity procedure
is reported in Fig. 4.

The distance assessment underlying the Nearest Neighbors
algorithm requires a numerical representation of the tweets
that can encode semantically-driven information. To this aim,
we resort to the recently proposed BERT language model
[35]. Unlike classical word embedding, like Word2Vec [36],
Glove [37] and FastText [38], which map the same token
to the same vector regardless of its context, BERT is a lan-
guage model based on the Transformer architecture [39] and
implements a masked language model learning strategy to
learn a contextualized representation of words and sequences.
BERT models have been applied to a broad set of NLP tasks,
including language understanding and question answering,
by using them in a transfer learning setting where the pre-
trained model is subsequently fine-tuned on the downstream

task [35]. However, pre-trained models can be directly lever-
aged as feature extractor, in order to obtain contextualized
representations of words and sequences.We opted to compute
the final representation of each tweet as the dimension-wise
average of the representations of individual words. We argue
that the average vectors of semantically related tweets may be
similar in the embedding space. As it is common practice for
NLP related tasks, the similarity between embeddings used in
the Nearest Neighbors algorithm is computed bymeans of the
cosine distance. We must point out that other language mod-
els specifically focused on providing semantically-relevant
sequence vectors, such as Sentence-BERT [40]. However,
our choice of exploiting standard BERT models is motivated
by the fact that no pre-trained Sentence-BERT models are
specifically available for Italian.

We would also like to underline that the assessment of the
semantic similarity relies on the availability of tweets for the
newly detected event: we therefore assume that inference on
the event will be performed with a slight latency. However,
the similarity evaluation is an unsupervised procedure, and it
does not require the costly and time consuming manual anno-
tation of tweets to be performed immediately. For the purpose
of our empirical comparison across learning schemes, and
indeed in Algorithms 1,2 and 3, we supposed to have the
labelled chunk of tweets immediately available for perfor-
mance evaluation.

V. EXPERIMENTAL SETUP
In this section, we first describe the extended vaccination
dataset, object of our experimental investigation, and then we
provide the details of the basic text classification pipeline,
shared among all the different learning schemes. Finally,
we discuss the implementations of the learning schemes
involved in the experimental analysis.

A. THE EXTENDED VACCINATION DATASET AND RELATED
REAL-WORLD EVENTS
In one of our previous works [6] we introduced the ‘‘vaccina-
tion stance’’ dataset: we carried out a monitoring campaign of
the vaccination topic in Italy over a period of intense public
discussions ranging from September 1st, 2016 till June 30th,
2017. We queried Twitter API with a list of 38 vaccine-
related keywords, such as #iovaccino (hashtag for ‘‘I vac-
cinate’’) or rischio vaccinale (vaccine risk). In the present
work, we have extended the monitoring campaign until
September 2019. The resulting daily volume of tweets is
shown in Fig. 5; after filtering out non-Italian tweets and
removing duplicate, we gathered 806,672 tweets.

Most of the peaks of the tweets volume distribution have
been highlighted with a red circle in Fig. 5: by examining
the news and press review of those days, we were able to
match the peaks with specific real-world events, related to the
vaccination topic. Table 1 collects the details of such events.

For the purpose of performance evaluation and concept
drift adaptation, we need labelled data for each event. To this
aim, we have randomly sampled a subset of the related dataset
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FIGURE 5. The daily number of tweets for the extended vaccination dataset. Peaks in the distribution are located at dates in which a real-world event
has stirred up the online discussion about the vaccination topic. Red dots highlight the events that have been analyzed in our work.

TABLE 1. Real world context related events.

and manually labelled around 70 tweets, always pursuing a
good balance among the three classes. We excluded from
the sampling the tweets belonging to the train0 set, built in
the initial months of the monitoring campaign and possibly
concomitant with the first few events. An overview on the
number of tweets for each event is reported in Table 2.

B. THE STANCE CLASSIFICATION PIPELINE:
PREPROCESSING, NUMERICAL REPRESENTATION,
CLASSIFICATION MODEL
In our case study the stance detection problem is instantiated
as a three-class classification problem intended as the assess-
ment of whether the text of a tweet conveys an opinion in
favor, not in favor, or neutral toward the target.

Whatever the learning scheme used for concept drift adap-
tation, the stance detection task requires the definition of a
base classification pipeline. In the present workwe rely on the
algorithm described in [6], which has proven to be appropri-
ate after an extensive model selection phase. It encompasses
the following steps: the text of each tweet is pre-processed
by removing links, mentions, numbers and special characters,
and by converting it into lower case. A subset of stop words
for Italian language are filtered out. Hence, to obtain a numer-
ical representation, each tweet is first converted into a set of
tokens according to the Bag of Words model: tokenization
has been performed considering uni-grams (n-grams with
n = 1) and bi-grams (n-grams with n = 2) and each word is

reduced to its stem or root form with analogous semantics.
Then, a vector of numeric features is computed by using
TF-IDF index (Term Frequency - Inverse Document Fre-
quency). A Support VectorMachine with linear kernel is used
as classification algorithm. Such approach allows achieving
an average accuracy of 64.84% using 10-fold stratified cross-
validation on a well-balanced dataset of 693 labelled tweets,
which is in line with the performance figures reported in
Section II-A. The labelled dataset of 693 tweets collected
between September 1st, 2016 and April 30th, 2017, is used
as initial training set, namely train0.

C. LEARNING SCHEMES, PARAMETER SETTING AND
EVALUATION METRICS
Our empirical study is aimed at comparing the following
learning schemes:

• Static: baseline scheme, as described in Algorithm 1;
• Retrain: baseline scheme, as described in Algorithm 2;
• DARK: state of the art approach proposed in [22] and
discussed in Section II-C;

• Semantic: our proposed approach, as described in Algo-
rithms 3 and 4;

Static and Retrain schemes do not require any configura-
tion parameter. For the configuration of DARK scheme we
take advantage of the main findings presented by authors in
[22]: we test the approach varying the windows size (number
of recent events considered for training a new classifier)
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TABLE 2. Total number of tweets (DSi ) and labelled tweets (chunki )
related to each event, along with their cumulative sum.

TABLE 3. Comparison of learning schemes. Accuracy values obtained on
the test set associated with each event and average values.

between 4 and 5, and the ensemble size (number of classifiers
in the ensemble) considering both 4 and all available classi-
fiers. Notably, the sliding window is just applied to the events
data: train0 is excluded from the forgetting mechanism,
so that the training set is always large enough. Furthermore,
we vary the criterion for dynamic weighting of base classi-
fiers as in [26], by using simple majority voting or previous
performance of each classifier, namely F-measure and accu-
racy. For the sake of clarity, in the following we just report
the best configuration, which has been obtained with window
size equal to 5, ensemble size equal to 4 and F-measure as the
performance metric for the combination of classifiers.
Semantic scheme requires the definition of a few parame-

ters: k represents the number of neighbors of each tweet for
the evaluation of the similarity between events. N represents
the number of tweets of the new event used to assess the
similarity with past events. In our experiments we set k = 5
and N = 2000 and we also investigate the sensitivity of

TABLE 4. Comparison of learning schemes. F-measure values obtained
on the test set associated with each event and average values.

the Semantic learning scheme w.r.t. the two parameters in
Section VI-B. The choice of N obviously depends on the
volume of available data: in our case study, we have chosen
a value slightly lower than the minimum value of |DSi|,
as reported in Table 1. As for the pre-trained BERT model,
we resort to AlBERTo [41], a BERT-based model pre-trained
on Italian texts obtained from social media, and specifically
tailored to Twitter. The dimensionality of the resulting vector
space is 768.

Performance are evaluated in terms of accuracy andmacro-
averaged F-measure.

VI. EXPERIMENTAL RESULTS
Results of the experimental campaign are reported
in Tables 3 and 4 for accuracy and F-measure, respectively.
The trends of the performance metrics over time are also
shown in the graphs of Figures 6a and 6b.

First of all, we observe a considerable variability of the
results among the various events. In many cases, perfor-
mances are consistent with or better than expected (accuracy
> 60%) with figures roughly coherent with those reported in
state-of-the-art works in the stance detection literature (see
Section II-A). On the other hand, for few events, namely
events 5, 7, 10, 15, performances are rather poor, regardless
of the adopted learning scheme: the accuracy value settles
around 50%, which can be considered inadequate even if we
are dealing with a three-class classification problem. Possible
explanationsmay lie in the occurrence of concept drift and the
intrinsic complexity associatedwith certain events or deriving
from the annotation procedure. These conditionsmay be quite
common in real applications. Furthermore, it should be under-
lined that, in the framework of the empirical comparison,
we are more interested in the relative, rather than absolute,
performances of different approaches.

Fig. 7 reports the frequencies of the ranks scored by the
four models throughout the whole monitoring campaign,
both for accuracy and F-measure. The visual analysis of
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FIGURE 6. Comparison of learning schemes along the monitoring
campaign in terms of (a) Accuracy and (b) F-measure.

Figures 6a, 6b and 7 clearly reveals that the Static scheme
achieves the worst results. The lack of a strategy for concept
drift adaptation leads this scheme to achieve poor perfor-
mance. Although such degradation does not seem to depend
solely on the time distance from the initial training instant,
it is more evident in the second half of the monitoring
campaign.

Obviously, in the first event all the schemes perform iden-
tically since they are based on the same classifier, trained on
train0. In general the discrepancies between the approaches
are more noticeable from event 10 onwards. The average
values of accuracy and F-measure reported at the end of
Tables 3 and 4 confirm that the highest gap occurs between
Static learning scheme and the others. Retrain and DARK
schemes show comparable performance: the slight difference
in favour of Retrain approach mainly stems from events
13 and 18. We argue that the information embedded in the
labelled sets of older events, those included in Retrain but
excluded from the DARK model, seems to be essential to
achieve a better classification.

Nevertheless, in our case study, exploiting and giving equal
importance to all the past samples, as it happens in theRetrain
scheme, is not the optimal strategy: our Semantic approach
often outperforms other learning schemes both in terms of
accuracy and F-measure and it achieves the highest average
metrics values. The approach based on the semantic similarity
of events allows to obtain a better adaptation to the evolving
Twitter stream for the stance detection application.

A. QUALITATIVE ASSESSMENT OF SEMANTIC SIMILARITY
Explaining the effectiveness of the Semantic approach based
only on the list of events previously reported is anything but

FIGURE 7. Frequencies of ranks scored by the four learning schemes on
19 events.

trivial. In general, it can be noticed that almost all the events
of the second half of the monitoring campaign are linked to
political aspects, i.e. political declarations and statements of
position on the vaccines obligations. This might motivate the
slight superior performance of the Semantic approach after
event 10.

To have a better awareness of the outcome of the similar-
ity assessment procedure based on BERT language model,
however, we consider it appropriate to reduce the granularity
of the analysis to single tweets. Table 5 shows the results of
the k-Nearest Neighbors assessment procedure on two tweets
extracted from event 14 and 17, respectively.

In the first case the tweet refers to the government majority
decision about the obligation of vaccinations: all the five
closest tweets belonging to the training pool make explicit
reference to political entities and/or to the vaccines obliga-
tion. In the second example, the incoming tweet refers to the
vaccines obligation for children to have access to school. The
five most similar examples in terms of cosine distance date
back to the most recent events and relate to the subjects of
obligation, school and children.

B. PARAMETER SENSITIVITY
We investigate the sensitivity of the Semantic approach to its
input parameters, namely k , the number of nearest neighbors,
and N , the size of the subset of the new event dataset DSi
used to assess the semantic similarity with past events. The
sampling procedure on DSi makes the approach stochastic:
indeed we should also evaluate the variability induced by
using different seeds for the pseudo-random number gener-
ator. Specifically, we vary the parameters as follows:

• seed : three different integers denoted as A, B and C;
• k: in the set {3, 4, 5, 10};
• N : in the set {200, 500, 1000, 2000, 5000, 15000}.
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TABLE 5. Qualitative assessment of tweets similarity: the five nearest neighbors of two tweets (sampled from event 14 and event 17 respectively).
Original tweets and english translation.

TABLE 6. Sensitivity of the semantic approach w.r.t. random seed , k and N . Average accuracy over all events.

Notably, when N exceeds the size ofDSi, we simply consider
all samples from that dataset. Results are reported in terms of
accuracy, averaged over all events, in Table 6.

Although such exploration of the three-dimensional
parameter space is not exhaustive, it gives a preliminary
insight on the parameter sensitivity. Results are substantially
stable across different values of seed , N , and k: the average
accuracy is almost always higher than 0.59 and indeed at least
one percentage point higher than the second best learning
scheme, i.e. Retrain. Intuitively, the higher the value of N ,
the lower the influence of the random seed. At the same time,
the influence of sampling is greater if N is low, e.g. 200.
Furthermore we can notice that a low value of k (e.g. 3, 4, 5)
seems to be appropriate, not only from a computational point
of view but also for slightly better performance.

VII. CONCLUSION
The analysis carried out in the present work focuses on an
aspect that is often neglected in applications of knowledge
discovery from Twitter: the volume and characteristics of the
tweets stream vary according to real-world events that trigger

the online debate. As a consequence, concept drift should be
taken into account and proper adaptation techniques should
be used.

With reference to the case study of stance detection towards
the vaccination topic, we perform an experimental analy-
sis to compare different learning schemes for the evolving
setting. We have observed that just resorting to an initial
classification model that does not implement any adapta-
tion technique is not suitable, at least for our long-term
monitoring campaign. Among the approaches designed for
fighting concept drift, our novel learning scheme, based on
the evaluation of the semantic similarity of events, shows
promising results since it slightly outperforms both retrain
and ensemble-based learning scheme. Future works will
investigate the integration of the proposed approach in an
end-to-end intelligent system for the online monitoring of
the public opinion from Twitter: it might be interesting, for
example, to find out how decisions made by government
authorities during the Covid-19 pandemic were perceived
by general public and affected the opinion towards policy
makers.
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